The aim of Machine Translation is to teach computers to translate sentences (and ultimately, texts) from one language into another. The subarea of Statistical Machine Translation (SMT) applies methods from Statistics and Machine Learning to automatically select a translation function that performs well on a sample of existing translations.

More precisely, an engineer devises a class of translation functions (called hypothesis space) and a loss function, and then she executes an algorithm that selects an element of the hypothesis space that has the least loss on the sample. Nowadays, the hypothesis space is often specified via a class of weighted synchronous grammars; i.e., each translation function corresponds to a grammar, and it maps every input sentence to a translation that has a derivation with highest weight.

Current SMT systems such as Hiero [1, 2], Moses [6], Joshua [7], or cdec [5] implement their respective specification directly in thousands of lines of code in languages such as Python, Java or C++. Sometimes the code adds substantial refinement to the specification, in form of poorly documented short-cuts and heuristics, making it hard to grasp the actual workings of the systems.

Moreover, the tasks of (i) preparing the data, (ii) selecting the translation function, and (iii) performing a translation require complex workflows, consisting of several programs to be run, each with its own command-line syntax. Because of the rapid development in the area of SMT and the prototypic nature of academic research, documentation of the workflows is often sub-optimal. In the absence of a workflow management system such as LoonyBin [3, 4], carrying out these workflows is error-prone, regardless of whether it is done manually or by means of a script.

We introduce our new SMT toolkit, Vanda, and the accompanying workflow management system, Vanda Studio. We hope to accomplish two objectives:

1. facilitate specifying core SMT algorithms in an algebraic manner, with a straightforward implementation; to this end, our solution is twofold:
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we make full use of the theory of weighted automata and grammars as well as accompanying constructions and algorithms; for example, product constructions (weighted intersection), reduction constructions (removing useless rules), algorithms finding best derivations;
• we use the functional programming language Haskell, which directly supports an algebraic way of thinking.

2. facilitate the cycle of “specify – take measurements – evaluate”; to this end, we adopt the concept of hyper-workflows from LoonyBin, i.e.,

• a workflow is a formal object that can be edited graphically via Vanda Studio;
• a workflow element (e.g., a program) is a formal object as well, and the user interface provides a specification of every workflow element;
• a workflow can be transformed into an executable artifact, e.g., a shell script, that incorporates sanity checks to ensure correct interplay between workflow elements;
• a workflow can be transformed into different executable artifacts depending on the intended platform, e.g., a local workstation vs. a grid of computers;
• hyper-workflows introduce nondeterminism into workflows, allowing the engineer to specify alternatives; measurements are taken for each of these alternatives, and tables and diagrams for comparison can be generated automatically.

We note that Vanda Studio is tailored to the Vanda toolkit, but it is not limited to it.

In our presentation, we will show that Vanda and Vanda Studio attain our two above-mentioned objectives by means of simple SMT tasks such as parsing and translation.
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