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Various algorithms and tools for the formal verification of systems with respect to their quantitative behavior have been developed in the past decades. Many of these techniques inherently support the automated synthesis of strategies that guarantee the satisfaction of performance or reliability constraints by resolving controllable nondeterministic choices in an adequate way. More recently, such techniques have been further developed towards the analysis or strategy synthesis under multiple cost and utility constraints.

This article deals with Markov decision processes (MDPs) for modeling systems and their environment and provides an overview of recent directions for different types of synthesis problems in MDPs that aim to achieve an acceptable cost-utility tradeoff.

1 INTRODUCTION

Markov decision processes (MDPs, see, e.g., [65, 105]), are a prominent stochastic model that has been introduced in the 1950s and widely used for various types of optimization problems with applications, e.g., in operations research, reinforcement learning, and robotics. Since the 1990s, MDPs have been used as an operational model for distributed probabilistic systems and various verification algorithms for MDPs and temporal logics have been developed. In this setting, the nondeterministic choices are typically viewed as choices made by an adversary and the classical verification task is to show that a threshold condition for the probability of a temporal path property or an expectation constraint holds, no matter how the nondeterministic choices are resolved. For many types of temporal properties or expectations, worst-case strategies for resolving the nondeterministic choices exist in the sense that they maximize or minimize the probabilities resp. expectations under consideration. Indeed, many verification algorithms inherently compute such extremal strategies, which turns the classical verification problem for MDPs into a strategy-synthesis problem. In the past decade, there has been a drift from classical “single-objective” verification or synthesis problems to objectives that combine cost and utility constraints, defined, e.g., through weight functions, temporal logics, or combinations thereof. As a matter of fact, even the traditional shortest-path problem for MDPs [21] is inherently multi-objective by combining a qualitative utility condition “reaching the target almost surely” with the cost objective “minimize the expected total cost”. In the past, several variants of shortest-path problems and other analysis and synthesis problems under tradeoff constraints to balance multiple cost and utility objectives have been considered. Following [40], quantitative measures for how well does a system satisfy a specification can be classified as follows:

(1) measures along behaviors, such as the cost or reward until reaching a target or the long-run average cost or reward (e.g., mean payoff, long-run cost-utility ratios),

(2) measures across behaviors, such as worst- or average-case behaviors, but also quantiles or conditional probabilities and expectations.

The development of algorithms, complexity-theoretic considerations as well as the investigation of resource requirement for worst- or best-case strategies according to specifications combining measures of type (1) and/or (2) are very active research fields.
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In this article, we provide a summary of classical results and a selection of more advanced recent developments in these directions. We start in Section 2 with some basic concepts and recent achievements on how to solve strategy-synthesis problems. Other types of synthesis problems for Markovian models will be addressed in Sections 3 and 4. While Section 5 gives an overview on variant-selection problems using feature-oriented formalisms, Section 4 provides insights in the potential of parameter-synthesis approaches for Markovian models with parametric transition probabilities.

2 WORST-CASE ANALYSIS AND STRATEGY SYNTHESIS

To explain the main ideas of synthesis approaches, we briefly introduce some basic notations for Markov decision processes (MDPs) where we restrict ourselves to MDPs over a finite state space and action set. Details can be found in textbooks such as [65, 105] or in [7, 13] for details on the use of MDPs as an operational system model and algorithms for the formal analysis against temporal-logic specifications. We use standard linear temporal logic (LTL) like notations to denote path properties, e.g., $\Diamond G$ for the reachability condition “eventually visit a $G$-state” or $\Box \Diamond G$ for the Büchi condition “infinitely often $G$” or $\Diamond \Box G$ for the co-Büchi condition “almost always $G$”.

Given a finite set $S$, a distribution on $S$ is a function $\mu : S \to [0, 1]$ with $\sum_{s \in S} \mu(s) = 1$. We write $\text{Distr}(S)$ for the set of distributions $\mu$ on $S$ where $\mu(s) \in Q$ for all $s \in S$. A (plain) MDP is a tuple $M = (S, Act, P)$ where $S$ is a finite set of states, $Act$ a finite set of actions, and $P : S \times Act \to \text{Distr}(S)$ a partial probability function.

For $s \in S$ we denote by $Act(s) = \{ \alpha \in Act : P(s, \alpha) \neq \bot \}$ the set of actions that are enabled in state $s$, where $\bot$ indicates “undefined”. State $s$ is called a trap if $Act(s) = \emptyset$. The special case of a (finite-state) Markov chain is obtained when $Act$ is a singleton, in which case the action name is irrelevant and $P$ can be treated as a partial function $P : S \times S \to [0, 1] \cap Q$.

An end component of $M$ is a strongly connected sub-MDP. They can be specified by sets of state-action pairs. While the number of end components can be exponential, the number of maximal end components (i.e., end components that are not contained in larger end components) is bounded by $|S|$. Maximal end components are computable in polynomial time [39, 54].

A finite path in $M$ is a sequence $\pi = s_0 \alpha_0 s_1 \alpha_1 \ldots s_{n-1} s_n$ where $s_0, s_1, \ldots, s_n \in S$ are states and the $\alpha_i$’s are actions with $\alpha_i \in Act(s_i)$ and $P(s_i, \alpha_i, s_{i+1}) \geq 0$ for all $i < n$. We write first($\pi$) resp. last($\pi$) for the first resp. last state of $\pi$, i.e., if $\pi$ is as above then first($\pi$) = $s_0$ and last($\pi$) = $s_n$.

Infinite paths are defined accordingly. A path is said to be maximal if it is either infinite or finite and ends in a trap.

A strategy (a.k.a. scheduler, policy, adversary) for $M$ is a function that assigns to each non-maximal finite path $\pi$ a distribution $\Xi(\pi) \in \text{Distr}(Act(\text{last}(\pi)))$. $\Xi$ is called deterministic if for each non-maximal path $\pi$ there is a unique action $\alpha$ with $\Xi(\pi)(\alpha) = 1$, and memoryless if $\Xi$’s decision only depends on the last state of the input path. Finite-memory strategies are those strategies that can be realized by a finite-state machine.

Given a strategy $\Xi$ and a state $s \in S$, we write $\text{Pr}^\Xi_{M,s}$ or briefly $\text{Pr}^\Xi_s$ for the probability measure on (measurable) sets of maximal paths starting in $s$ induced by the Markov chains obtained by unfolding $M$ from $s$ into a tree following $\Xi$’s decisions. Note that the Markov chains of finite-memory strategies have a regular structure and can be collapsed into finite-state Markov chains. If $\phi$ is a measurable path property then we simply write $\text{Pr}^\Xi_{M,s}(\phi)$ for the probability measure of all $\Xi$-paths from $s$ satisfying $\phi$. For a worst- or best-case analysis one ranges over all strategies (i.e., all possible resolutions of the nondeterminism) and considers the extremal probabilities for satisfying $\phi$:

$$\text{Pr}^\sup_{M,s}(\phi) = \sup_{\Xi} \text{Pr}^\Xi_{M,s}(\phi) \quad \text{and} \quad \text{Pr}^\inf_{M,s}(\phi) = \inf_{\Xi} \text{Pr}^\Xi_{M,s}(\phi) .$$
In case the supremum resp. infimum is met, we write \( \Pr_{M,s}^{\max}(\varphi) \) resp. \( \Pr_{M,s}^{\min}(\varphi) \). This, e.g., applies if \( \varphi \) is an \( \omega \)-regular property, in which case even optimal finite-memory strategies exist.

Plain MDPs can be extended by several additional features such as a declaration of the initial states, state labels for temporal-logic specifications or weight functions for reasoning about cost and reward constraints. A weighted MDP is an MDP with a weight function \( \text{wt}: S \times \text{Act} \rightarrow \mathbb{Q} \) that assigns rational weights to all state-action pairs. The accumulated weight of a finite path \( \pi \) is denoted by \( \text{wt}(\pi) \) and is defined as the sum of weights of its state-action pairs, i.e.,

\[
\text{wt}(s_0a_0s_1\ldots s_{n-1}s_n) = \text{wt}(s_1, a_0) + \text{wt}(s_1, a_1) + \ldots + \text{wt}(s_{n-1}, a_{n-1}) .
\]

Given an infinite path \( \varsigma = s_0a_0s_1\ldots \), the upper resp. lower mean payoff is defined by

\[
\overline{\text{MP}}(\varsigma) = \limsup_{n \to \infty} \frac{1}{n} \text{wt}(s_0a_0\ldots a_{n-1}s_n) \quad \text{and} \quad \underline{\text{MP}}(\varsigma) = \liminf_{n \to \infty} \frac{1}{n} \text{wt}(s_0a_0\ldots a_{n-1}s_n) .
\]

It is well known that if \( M \) is a strongly connected Markov chain, then

\[
\overline{\text{MP}}(\varsigma) = \underline{\text{MP}}(\varsigma) = \sum_{s \in S} \theta(s) \cdot \text{wt}(s)
\]

for almost all infinite paths \( \varsigma \). Here, \( \theta(s) \) denotes the long-run frequency of \( s \) and \( \text{wt}(s) \) denotes the weight of the unique state-action pair \( (s, a) \) in \( M \). The minimal and maximal expected mean payoff in MDPs can be achieved by deterministic memoryless strategies, both computable in polynomial time using linear-programming (LP) techniques. The key idea for strongly connected MDPs is to use one variable \( y_{s,a} \) for the long-run frequencies of the state-action pairs \( (s, a) \) under optimal memoryless randomized strategies. This approach has been extended for general MDPs by using additional variables for the frequencies of the state-action pairs in the transient part [85]. Alternatively, one can first determine the maximal end components of the given MDP, compute the maximal or minimal expected mean payoff for them using LP techniques for strongly connected MDPs and finally compute the maximal or minimal expected mean payoff in \( M \). This is done by computing the maximal resp. minimal expected accumulated weight in an MDP that results from \( M \) by collapsing each maximal end component \( E \) into a single state and adding a deterministic transition from \( E \) to a fresh goal state whose weight is the extremal expected mean payoff in \( E \).

### 2.1 Bellman equations and the classical stochastic shortest-path problem

The stochastic shortest-path problem (SSP) is an optimization problem that aims to find a policy minimizing the expected costs until reaching a target. In this context, we consider a weighted MDP \( M = (S, \text{Act}, P, \text{wt}) \) with a distinguished target state \( \text{goal} \in S \) such that \( \Pr_{M,s}^{\max}(\Diamond \text{goal}) = 1 \) for all states \( s \in S \). The task of the SSP is to determine a proper strategy that minimizes the expected accumulated weight until reaching the goal state from all states \( s \) where the minimum is taken over all proper strategies. Here, a strategy \( \mathfrak{S} \) is called proper in case \( \Pr_{M,s}^{\mathfrak{S}}(\Diamond \text{goal}) = 1 \) for all states \( s \).

**Theorem 2.1** ([5, 21, 55]). **SSP is solvable in polynomial time.**

Let us briefly sketch how to solve the SSP in polynomial time. Given a proper strategy \( \mathfrak{S} \) and state \( s \in S \), let \( \mathbb{E}_{M,s}^{\mathfrak{S}}(\varphi_{\text{goal}}) \) denote the expectation of the random variable \( \varphi_{\text{goal}} \) that assigns to each path ending in state \( \text{goal} \) its accumulated weight. Let \( x_s = \mathbb{E}_{M,s}^{\inf}(\varphi_{\text{goal}}) \) denote the infimum over all proper strategies. For simplicity, let us suppose that \( \text{goal} \) is a trap that is accessible from all states which ensures the existence of proper strategies. Then, the vector \( (x_s)_{s \in S} \) satisfies the Bellman equations given by \( x_{\text{goal}} = 0 \) and

\[
x_s = \min \left\{ \text{wt}(s, a) + \sum_{t \in S} P(s, a, t) \cdot x_t : a \in \text{Act}(s) \right\}
\]
for all states \( s \in S \setminus \{ \text{goal} \} \). The classical setting of [21] assumes that for each improper strategy \( \Xi \) there is at least one state \( s \in S \) such that the expected total weight from \( s \) under \( \Xi \) is \( +\infty \). We refer to the latter as the SSP-assumption. This assumption ensures that the fixed-point operator given by the Bellman equations is a contracting map in a Banach space and thus has a unique solution, obtainable as the greatest solution of the following linear constraints: \( x_{\text{goal}} = 0 \) and

\[
x_\alpha \leq \text{wgt}(s, \alpha) + \sum_{t \in S} P(s, \alpha, t) \cdot x_t \quad \text{for all} \ s \in S \setminus \{ \text{goal} \} \text{ and} \ \alpha \in \text{Act}(s).
\]

This yields the polynomial-time solvability for MDPs satisfying the SSP-assumption. In [55], the cases of MDPs where either all weights are non-negative or all weights are non-positive have been considered. Furthermore, [55] presented polynomial-time algorithms to check the finiteness of the values \( x_\alpha \) in an such an MDP \( M \), and if so, to transform \( M \) into an equivalent MDP \( M' \) satisfying the SSP-assumption. More recently, [5] shows how to solve the SSP for the general case\(^1\). Speaking roughly, while [55] ensures the SSP-assumption in MDPs with non-positive weights by collapsing end components consisting of state-action pairs \((s, \alpha)\) with \( \text{wgt}(s, \alpha) = 0 \) into a single state, [5] generalizes this approach by successively flattening end components where the accumulated weight of all cycles is 0 (called 0-ECs) using the so-called spider construction. The idea of the latter is to exploit the fact that for each pair \((s, t)\) of states in a 0-EC \( \mathcal{E} \) there exists a value \( w(s, t) \in \mathbb{Q} \) such that the accumulated weight of all paths from \( s \) to \( t \) inside \( \mathcal{E} \) have weight \( w(s, t) \). In this case we can simply pick an arbitrary reference state \( s_0 \) in \( \mathcal{E} \), discard all state-action pairs \((s, \alpha)\in \mathcal{E} \) and introduce deterministic transitions from each state \( s \neq s_0 \) to \( s_0 \) with weight \( w(s, s_0) \). Finally, we replace all state-action pairs \((s, \beta)\) of \( M \) where \( s \) is a state of \( \mathcal{E} \) different from \( s_0 \) and \((s, \beta) \notin \mathcal{E} \) with the new state-action pair \((s_0, \beta_s)\) where \( \text{wgt}(s_0, \beta_s) = w(s_0, s) + \text{wgt}(s, \beta) \). This yields a new MDP with the same state space and the same minimal expected accumulated weight until reaching \text{goal} but fewer state-action pairs. The procedure can be repeated until either an end component \( \mathcal{E} \) with negative minimal expected mean payoff has been found, in which case \( x_\alpha = -\infty \) for all states in \( \mathcal{E} \), or the minimal expected mean payoff of all end components is positive, in which case the generated MDP satisfies the SSP-assumption.

### 2.2 Model checking MDPs against temporal-logic specifications

Probabilistic computation-tree logic (PCTL) [22, 78] has been introduced as a variant of CTL where the CTL path quantifiers “there is a path satisfying \( \varphi \)” and “all paths satisfy \( \varphi \)” are replaced with a probability operator. Formulas with the probability operator have the form \( \mathbb{P}_I(\varphi) \) where \( \varphi \) is a path formula and \( I \subseteq [0, 1] \) an interval with rational end points. Path formulas are built as in CTL using the next and until operator as basic temporal modalities and PCTL state formulas as their arguments. When interpreting PCTL formulas over an MDP \( M \) with state labels, the semantics of \( \mathbb{P}_I(\varphi) \) is the set of all states \( s \in M \) such that \( \Pr_{M,s}^\Xi(\varphi) \in I \) for all strategies \( \Xi \). The task of the PCTL model-checking problem is to decide whether a given initial state of an MDP \( M \) satisfies a given PCTL state formula \( \Phi \).

**Theorem 2.2 ([22, 78]).** *The PCTL model-checking problem for MDPs (and Markov chains) is in P.*

The standard PCTL model-checking algorithm computes the satisfaction sets of all subformulas of \( \Phi \) in a bottom-up manner (“inner subformulas first”) and finally checks whether the distinguished initial state belongs to the satisfaction set of \( \Phi \). Let us consider the PCTL formula \( \mathbb{P}_I(\Psi_1 \mathbb{U} \Psi_2) \) where \( \Psi_1, \Psi_2 \) are state formulas (whose satisfaction sets have been computed before and thus can be treated as sets of states) and \( \mathbb{U} \) stands for the standard until operator. Then, the satisfaction set of \( \mathbb{P}_I(\Psi_1 \mathbb{U} \Psi_2) \)

\(^1\)More precisely, [5] considers MDPs with integer weight functions. However, the approach of [5] is also applicable for rational weight functions by multiplying all weights with the least common multiple of the denominators of the weights.
is obtained by a polynomial-time graph analysis to determine all states \( s \) where \( \Pr_{M,s}^{\bar{\Sigma}}(\Psi_1 \mathbin{U} \Psi_2) \) equals 0 or 1 and then computing the maximal resp. minimal probabilities for the path property \( \Psi_1 \mathbin{U} \Psi_2 \) when ranging over all strategies. Indeed, memoryless strategies maximizing or minimizing the probabilities \( \Psi_1 \mathbin{U} \Psi_2 \) from all states exist and can be computed by linear-programming (LP) techniques. The encoding of maximal or minimal probabilities for reachability (resp. until) properties is similar to the Bellman equations for minimal expected accumulated weights until reaching a target (see Section 2.1).

For more complex path properties specified, e.g., using linear temporal logic (LTL), the typical task of the analysis is to check whether the probability for a given initial state and a given LTL formula \( \varphi \) meets a threshold condition under all strategies. This corresponds to a worst- or best-case analysis depending on whether \( \varphi \) is a desired or undesired event.

**Theorem 2.3 ([49, 115, 116]).** The LTL model-checking problem in MDPs is \( 2\text{ExpTime} \)-complete, even in the qualitative case where the task is to decide whether an LTL formula holds almost surely or with positive probability under each or some strategy.

The standard methods to solve the LTL model-checking problem for an MDP \( M \) solve the induced synthesis problem that asks to determine a strategy maximizing or minimizing the probability for \( \varphi \) from a given initial state. Such strategies can be obtained by first generating a deterministic automaton \( A \) for \( \varphi \), constructing a product-MDP \( M \times A \) and then computing a memoryless strategy for \( M \times A \) that maximizes or minimizes the probability for reaching an end component that meets \( A \)'s acceptance condition. As the translation of LTL formulas into deterministic automata can cause a doubly exponential blow-up, this approach yields a double exponential upper bound for the LTL model-checking problem in MDPs.

More advanced techniques for end components and several types of long-run properties, including long-run cost-utility ratios, have been proposed in [54] and [117].

### 2.3 Other strategy-synthesis problems

Besides refinements of strategy-synthesis algorithms with SSP-style expectation objectives or temporal-logic specifications, several other strategy-synthesis problems have been addressed in the past decade. We provide here a brief summary of a selection of such research directions.

#### 2.3.1 Multi-objective strategy synthesis

While the classical synthesis problems for MDPs ask to find a strategy that minimizes or maximizes the probability for a temporal property or the expectation of accumulated or discounted costs, the multi-objective synthesis problems aim to find a strategy that satisfies multiple probability and/or expectation constraints, possibly with some optimization criterion under all those strategies. For example, a typical instance of a multi-objective synthesis problem might ask to find a strategy that maximizes the expected utility subject to the requirement that the consumed energy stays below a given threshold with probability at least 0.99.

Pareto realizability for MDPs with multiple discounted reward objectives has been studied in [41]. These results have been generalized in [38] for a more expressible class of models that allow to specify discount factors depending on states and/or objectives.

In [63], a linear-programming (LP) approach to solve the synthesis problem for MDPs with multiple probabilistic reachability constraints has been proposed. The crucial observation is that randomized memoryless strategies are sufficient for this task and one can use LP techniques to check the existence of such strategies and to compute them using linear constraints with variables encoding the frequencies of the state-action pairs under optimal strategies. Analogous LP techniques have been proposed in [67, 92] to treat combinations of constraints on expected accumulated costs and probability constraints for \( \omega \)-regular path properties. These techniques have been employed
for the compositional assume-guarantee verification for MDPs. Algorithms for multi-objective cost-bounded reachability conditions in MDPs are provided in [79, 106].

MDPs with multiple mean-payoff objectives in terms of expectation or probability constraints have been considered in [25]. For multiple expectation constraints, [25] proposes polynomial-time algorithms to check feasibility and to compute optimal 2-memory stochastic-update strategies. The treatment of multiple probabilistic constraints is more difficult as optimal strategies might require infinite memory. However, \( \varepsilon \)-optimal strategies are shown to be computable in polynomial time.

The “beyond worst-case” synthesis approach of [30] addresses the problem to find a strategy that is optimal with respect to an expected behavior, while satisfying a path property along all its paths. More precisely, [30] considers the SSP problem in combination with strict guarantees for a mean-payoff condition and presents a pseudo-polynomial algorithm for it. The decision problem is shown to be in \( \text{NP} \cap \text{coNP} \) and at least as hard as (non-stochastic) two-player mean-payoff games.

2.3.2 Energy conditions. Energy MDPs are weighted MDPs where the integer weight function formalizes the change of an energy budget to model, e.g., the power level of a battery. Let \( \mathcal{M} \) be an energy MDP with weight function \( \text{wgt}: S \times \text{Act} \to \mathbb{Z} \). A path \( \pi \) in \( \mathcal{M} \) fulfills the energy objective w.r.t. a given initial energy budget \( e \in \mathbb{N} \) when for all prefixes \( \rho \) of \( \pi \) we have \( \text{wgt}(\rho) \geq 0 \). Intuitively, an energy objective w.r.t. \( e \) stands for the requirement that the system never runs out of energy provided by a battery of capacity \( e \). The energy objective has been introduced for quantitative models as a safety-like condition that requires the accumulated weight (e.g., available energy) to stay continuously above a given threshold [24]. Using parity conditions encoding \( \omega \)-regular side constraints enables reasoning about important system properties under the energy objective:

\[
\text{Theorem 2.4 ([36, 100]). The problem of deciding whether there exists an initial credit } e \text{ and a strategy that achieves the energy objective w.r.t. } e \text{ and a given parity condition is in } \text{NP} \cap \text{coNP}.}
\]

Several related problems have been considered for energy MDPs. In [29], energy MDPs with an additional non-negative weight function (standing for the payoff achieved in some transition) have been considered, synthesizing strategies that ensure the energy condition and maximizing the expected mean payoff. Closely related to energy MDPs are one-counter MDPs with boundary [26, 27, 64], which can be seen as weighted MDPs where all weights are in \( \{-1, 0, +1\} \) and terminate as soon as the counter value is 0. The termination problem asks whether there is a strategy that guarantees almost-sure termination (i.e., reaching a configuration where control is in a final location and the counter has value 0). An exponential-time algorithm for deciding the termination problem in one-counter MDPs has been presented in [26], also showing \( \text{PSPACE} \)-hardness of this problem. In contrast, for weighted MDPs that do not have a lower bound on the counter values (accumulated weights), the analogous problem of almost-sure reaching a target along paths where the accumulated weight is bounded from below (or above) by a given constant under some strategy is in \( \text{NP} \cap \text{coNP} \) and at least as hard as two-player mean-payoff games [5].

2.3.3 Quantiles and conditionals. A well-established concept for the synthesis of strategies in MDPs that optimize the cost-utility tradeoff relies on quantiles (see, e.g., [8, 9, 114]). Let \( \mathcal{M} = (S, \text{Act}, P, \text{wgt}) \) be a weighted MDP with non-negative weight function \( \text{wgt}: S \times \text{Act} \to \mathbb{N} \), a state \( s \in S \), \( p \in [0, 1] \cap \mathbb{Q} \) a probability threshold, and \( \succeq \in \{\geq, >\} \) a binary relation. In the sequel, we refer to non-negative weights as costs. Then, quantiles w.r.t. probabilistic constraints for until properties on state sets \( A, B \subseteq S \) with upper or lower cost bounds and lower probability bounds are provided
through

\[
\text{universal quantiles: } \min \{ c \in \mathbb{N} : \Pr_{M,s}^{\min} (A \subseteq c B) \geq p \} \quad \text{existential quantiles: } \min \{ c \in \mathbb{N} : \Pr_{M,s}^{\max} (A \subseteq c B) \geq p \}
\]

\[
\max \{ c \in \mathbb{N} : \Pr_{M,s}^{\min} (A \geq c B) \geq p \} \quad \max \{ c \in \mathbb{N} : \Pr_{M,s}^{\max} (A \geq c B) \geq p \}
\]

For instance, the existential quantile \( \min \{ c \in \mathbb{N} : \Pr_{M,s}^{\max} (A \subseteq c B) > p \} \) asks for the minimal cost \( c \) that need to be spend to guarantee reaching \( B \) through \( A \)-states with probability exceeding \( p \). Encoding a second non-negative integer weight function into the state space of \( M \) and formalizing a notion of utility enables to reason about the cost-utility tradeoff by only regarding states in \( B \) that exceed a given utility threshold. While qualitative quantiles, i.e., \( \geq p \) is either “> 0” or “= 1”, are computable in polynomial time using variants of Dijkstra’s shortest-path algorithm, pseudo-polynomial algorithms for computing cost-bounded reachability probabilities and related quantiles have been presented in [6, 114]. Indeed, no algorithms with better complexity can be expected:

**THEOREM 2.5 ([72]).** Deciding whether there is a strategy in an MDP \( M \) such that the probability of cost-bounded properties exceeds a given probability threshold is \( \text{PSpace}-\text{hard} \), and \( \text{PSpace}-\text{complete} \) for the case where \( M \) is acyclic.

**Conditional probabilities and expectations** are an important concept, e.g., for a quantitative analysis of stochastic systems with rare event scenarios. Given an MDP \( M = (S, \text{Act}, P) \), a state \( s \in S \), and path properties \( \varphi \) and \( \psi \), we consider the problem of computing

\[
\Pr_{M,s}^{\max}(\varphi | \psi) \quad \overset{\text{def}}{=} \quad \max_{c} \Pr_{M,s}^{\psi}(\varphi | \psi) = \max_{c} \frac{\Pr_{M,s}^{\psi}(\varphi \land \psi)}{\Pr_{M,s}^{\psi}(\psi)}
\]

Here, \( \varphi \) is called the **objective** and \( \psi \) the **condition** of the conditional probability, respectively. Minimal conditional probabilities are defined analogously, but one can savely restrict to the maximizing case as

\[
\Pr_{M,s}^{\min}(\varphi | \psi) = 1 - \Pr_{M,s}^{\max}(\neg \varphi | \psi).
\]

In [2], a model-checking algorithm for MDPs and PCTL formulas extended by constraints for conditional probabilities has been presented, running in exponential time when both the objective and the condition are reachability properties. Using the **reset method** proposed in [14], the synthesis of maximizing strategies for conditional probabilities with reachability objective and condition can, however, be achieved in polynomial time. The latter approach has been generalized for \( \omega \)-regular properties, implemented in state-of-the art model checkers such as **STORM** [57] and **PRISM** [99], and applied in several case studies. In [15], an exponential-time algorithm for computing the maximal conditional expectation and a corresponding optimal strategies has been established. Recently, concepts for conditional probabilities and quantiles have been combined in computing conditional-value-of-risk for mean-payoff and reachability objectives in Markov chains and MDPs [89].

### 2.3.4 Robust systems: optimization under resilience constraints.

In the literature, there are many facets of describing the ability of some system to react on errors and environmental perturbations (see, e.g., surveys [4, 110]). We here concentrate on a few recently established aspects concerning synthesis problems to illustrate that this area is an active field of research, not limited to probabilistic systems but also important for non-probablistic ones. The general idea behind most of the synthesis problems is to determine strategy decisions that increase resiliency of the system. Following [110], resilience disciplines capture classical notions such as robustness, survivability, and fault tolerance. Robustness is a control-theoretic property relating the operation of a system to perturbations of its input. The task in robust reactive synthesis is to generate a controller guaranteeing an \( \omega \)-regular property under environment assumptions that might be violated temporarily (see, e.g., [23, 62]).
In particular, [23] considered quantitative notions of robustness formalized using mean payoff conditions. Robustness in (non-probabilistic) game structures has been considered, e.g., in [81], establishing a framework for synthesizing a strategy for one player in a safety game that maximizes the resilience under multiple (but within a fixed bound) disturbances. Similarly, resilient strategies that are optimal w.r.t. the number of disturbances covered were synthesized in [102], also using a game-theoretic approach that is not limited to safety games only. In [98] a formal definition of robustness w.r.t. \( \omega \)-regular properties using distance functions and an algorithm to synthesize robust strategies has been presented.

The synthesis of resilient strategies has not only been considered for non-probabilistic systems as in the aforementioned approaches, but also in the probabilistic setting, where probabilities occur, e.g., when modeling environmental disturbances or components such as sensors or within the synthesis of randomized resilient strategies. In [59], a permissive controller synthesis framework has been introduced, generating multi-strategies to represent alternatives for controller decisions that minimize the penalties to be paid for “disallowed” actions. Their formalization relies on stochastic two-player games with probabilistic reachability constraints (via PCTL-like expressions) or constraints on the expected accumulated reward. The underlying decision problem is shown to be NP-hard and solvable using an incremental approach with mixed integer linear programming. Recently, resilient control strategies have been defined for MDP models [11]. The authors call a strategy resilient when it ensures the recovery of the system under a given cost and probability constraint. They show that deciding whether there exists a resilient strategy is \( \text{PSPACE} \)-hard and can be done in pseudo-polynomial time. The synthesis of a resilient strategy that optimizes the long-run average reward under all resilient strategies is shown to be computable in pseudo-polynomial time using an LP-based approach.

3 FEATURE-ORIENTED SYNTHESIS

In feature-oriented system development (see, e.g., [3] for an overview), a feature describes a user-visible aspect or characteristics that may be present or absent in a system [86]. Features are most prominently used to model variability in (software) product lines [46], i.e., families of system variants that rely on a common code base and differ in the selection of features. Several extensions of the classical Boolean setting for features have been proposed in the literature. For instance, multi-features [52] are features that may not only be absent or present in a variant but can appear multiple times, features with attributes [48] are features that depend on (numerical) parameters, and dynamic features [71] are features that can be changed during run-time of the system. The classical setting for dynamic features amounts of simply activating or deactivating the feature, but also feature attributes or cardinalities might be subject of run-time changes for modeling adaptations within the system family. Beside others, these extensions enable feature-oriented concepts to be used also for a wide area of applications, e.g., to model and analyze adaptive and parametric systems.

The standard formalism for constructing variants in feature-oriented systems is provided by superimposition [87], also apparent in delta-oriented programming [108]. For each feature it is specified which other features are required to be present and absent and how including the feature in a variant changes the behaviors of the system, i.e., what behaviors are removed, added, or modified. Opposed to the superimposition concept, featured transition systems provide a monolithic model to encode all behaviors of variants into a single model [45]. In [60], a compositional formalism for dynamic feature-oriented systems has been introduced. The information about active features in a variant and their run-time switches is represented by an automata-based component called feature controller. Behaviors of features are encapsulated in separated components, composed with the feature controller using standard parallel-composition operations. These concepts naturally extend to probabilistic feature-oriented systems [60] where feature components and controller
are given by MDPs. In [44], the probabilistic framework of [60] has been implemented in the tool ProFeat, extending the input language of the prominent probabilistic model checker Prism by feature-oriented concepts and supporting the family-based analysis of feature-oriented systems.

**Family-based analysis.** For the analysis of feature-oriented systems, one mainly distinguishes between two approaches: one-by-one and all-in-one analysis. Within a one-by-one analysis each variant is analyzed separately, while an all-in-one analysis uses a family model that encodes all variants in a single model and deduces the results for each variant from analyzing the family model in a single run. As the number of variants might be exponential in the number of features, a one-by-one analysis easily becomes infeasible for complex feature-oriented systems. Exploiting the fact that variants share behaviors of common features, symbolic representations of the family model might tackle the exponential blow-up apparent in one-by-one analysis approaches. As a consequence, all-in-one approaches are usually superior to one-by-one approaches, witnessed by several case studies in the literature (see, e.g., the survey [113]).

### 3.1 Variant selection and featured strategy synthesis

The analysis of feature-oriented system usually asks for those variants that fulfill a given property, might it be functional (e.g., whether a safety property is fulfilled or not) or non-functional (e.g., whether a PCTL property is satisfied). In the context of probabilistic feature-oriented systems the task can be further extended to select optimal variants, e.g., asking for those variants maximizing the probability to reach a target or minimizing the expected energy consumption. Although not stated explicitly, the approach of [68] can be used to select optimal variants following a given optimization criterion, using the parametric engine of Prism to obtain rational functions for probabilities and expectations. This applies also to case studies following this approach, e.g., [93, 107]. Using the approach by [60], the selection of energy-optimal variants in heterogeneous tiled architectures were determined in [16].

When dynamic features are involved in the system under consideration, another dimension regarding the selection of optimal variants arises. Then, also the synthesis of an optimal strategy how to activate and deactivate features during run-time is of interest. This synthesis problem has been considered in [61] and [60] for energy-aware server systems, extended towards synthesizing strategies that are optimal w.r.t. the energy-utility tradeoff expressed through energy-utility quantiles in [88].

### 3.2 Feature-oriented parameter synthesis

We now present another aspect in feature-oriented synthesis that has not yet been considered in the literature. Systems those behaviors depend on configurable parameters might be elegantly modeled through feature-oriented concepts including feature attributes for representing the system parameters. The arising system family then spans an optimization space over these parameters and one can exploit family-based analysis methods to synthesize optimal parameters. We exemplify the approach by synthesizing energy-utility optimal parameters for the energy-aware network device eBond [76].

**eBond.** In the recent past, the focus of data-center design has seen a steady move from a purely performance-optimizing approach to an energy-aware approach due to cost, environmental, and infrastructural issues. For existing data-centers that do not yet include energy-aware hardware, [76] proposed a technology to adapt the usage of heterogeneous network interface cards (NICs). The test bed on which the authors evaluated their approach comprised a slow but low-energy 1 Gbit/s NIC (consuming between 1.41 W and 1.77 W) and a fast but high-energy 10 Gbit/s NIC (consuming between 7.86 W and 8.06 W). The eBond network scheduling algorithm has three parameters:
interval $\Delta$ (in minutes), cooldown $x$ (in minutes), and predictor $y \in [0, 1] \cap \mathbb{Q}$. After each $\Delta$ minutes, the requested average bandwidth $b$ (in Gbit/s) within the last $\Delta$ minutes and the current cooldown timer $t$ is taken into account for deciding whether to switch the active NIC. In case $b \cdot (1 + y) > 1$ Gbit/s, the cooldown timer is reset to $x$ and the 10 Gbit NIC is activated. Otherwise, the cooldown timer is decreased by $\Delta$ and the 1 Gbit/s NIC is activated in case $t \leq 0$. The authors considered three variants of the algorithm: balanced ($x = 30$ minutes and $y = 0$), high savings ($x = 0$ minutes and $y = 0.1$), and aggressive ($x = 0$ minutes and $y = 0$). Using a simulation-based approach on real-world server data logs, they demonstrated that significant energy-savings can be achieved with these variants. The potential of saving energy mainly stems from the different bandwidth demands during day and night time. However, energy savings come at the cost of package delays, occurring when the bandwidth demands exceed 1 Gbit/s while on the slow NIC. Hence, there is a tradeoff between saving energy while guaranteeing utility in terms of service quality of the data center.

**Feature-oriented model of eBond.** To model the eBond protocol as a feature-oriented system, we rely on the framework presented in [44, 60]. The static parameter feature with feature attributes $x$ (cooldown) and $y$ (predictor) set the decision-making parameters. Two dynamic features 1Gbit and 10Gbit model the NICs, those switches are maintained by a deterministic feature controller component according to the eBond protocol described above, making decisions depending on the feature attributes $x$ and $y$ of the parameter feature. The power measurements for both NICs from [76] are discretized with a granularity of 25 Gbit/s and included in the respective MDP-model of the features as non-negative weight function. A static environment feature with the feature attribute $\Delta$ (interval) encapsulates the average bandwidth requirements in time steps of $\Delta = 5$ (minutes), obtained from statistical analysis of real-world server data logs: We exploit the known shift between day and night, convoluting the 42 days ubuntu-release server log from [76] into a probability distribution over one single day. As for the power measurements, a granularity of 25 Gbit/s is used. Figure 1 illustrates the bandwidth convolution, depicting the minimal (green), average (blue), and maximal (red) bandwidth demands occurring in the used server logs. We also highlighted the critical threshold at 1 Gbit/s for switching from the slow low-energy NIC to the fast high-energy NIC. Note that in the related case studies of [60, 61, 88] the bandwidth demands were modeled without using statistical data over real-word server logs.

**Family-based synthesis of energy-utility optimal eBond parameters.** While the simulation-based approach of [76] allowed for the estimation of the energy consumption and the level of utility provided by the eBond protocol for given parameters, it is not capable to reason about the energy-utility tradeoff and to synthesize energy-utility optimal parameters. We now show how this can be achieved using probabilistic model-checking techniques applied on the feature-oriented model.
of eBond. To synthesize parameters $x$ and $y$ that provide optimal energy-utility tradeoff, we consider the attributes of the parameter feature, where the cooldown parameter $x$ ranges from 0 to 40 minutes in $\Delta$-steps and the predictor parameter $y$ ranges from 0 to 0.3 in $\frac{1}{30}$-steps. To this end, the eBond-protocol family comprises 90 variants. We considered an energy-utility quantile (see Section 2.3.3) over one day, i.e., the set of target states $\text{end\_of\_day}$ is determined by those states where the time bound of 288 $\Delta$-steps is reached. As proposed in [6], the utility measure $u$ is encoded into the state space and corresponds to the number of $\Delta$-steps where no package delay occurred. The utility constraint $\text{utility\_goal}$ is given by the set of states where $u \geq 276$, i.e., in at most 12 time slots of $\Delta = 5$ minutes, a package delay occurred. Let us define a goal function $q$: $\{0, 5, \ldots, 40\} \times \{0, 0.03, 0.06, \ldots, 0.3\} \times \{0, 1\} \cap Q \rightarrow Q$ by the following energy-utility quantile values w.r.t. a probability bound $p$:

$$q(x, y, p) \mapsto \min \{ e \in Q : \Pr_{x,y}(\circ^e(\text{end\_of\_day} \land \text{utility\_goal})) > p \} .$$

Here, $\Pr_{x,y}(\cdot)$ denotes the probability measure of the variant with parameters $x$ and $y$. Given $p \in [0, 1] \cap Q$, the eBond parameter-synthesis problem now amounts to find a parameter combination that minimizes $q(\cdot, \cdot, p)$, i.e., when the probability threshold is provided through the service contract on the data center the eBond technology is applied on, we ask for the parameter combination that guarantees the energy-utility tradeoff with a minimal amount of energy. We solved the eBond parameter-synthesis problem for the probability threshold $p = 1$, as the algorithm behind quantitative quantile computations [6] is conceptional able to report on intermediate probability bounds and their quantile values. On the right of Figure 1, the results of the family-based analysis are shown for $p = 0.95$, where each plot corresponds to a fixed value of the predictor parameter $y$. Following our optimization criterion, one can easily determine that the parameter combination $x = 20$ minutes and $y = 0$ is optimal, guaranteeing the required level of service quality with a daily energy investment of 107.43 Wh. This illustrates that the predictor parameter $y$ does not have a big impact on the utility-level guarantees and increasing the cooldown time $x$ is more effective.

<table>
<thead>
<tr>
<th>analysis method</th>
<th>number of states</th>
<th>number of nodes</th>
<th>analysis time [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>one-by-one</td>
<td>80’137’366</td>
<td>7’665’989</td>
<td>66’425.137</td>
</tr>
<tr>
<td>all-in-one</td>
<td>80’137’366</td>
<td>221’125</td>
<td>15’371.919</td>
</tr>
</tbody>
</table>

We carried out both, a one-by-one and an all-in-one analysis of the eBond feature-oriented system to solve the eBond parameter-synthesis problem using the semi-symbolic SPARSE engine of the model checker Prism [91] with variable reordering enabled [88]. Table 1 reports on the statistics of the experiments, indicating the number of states of the resulting model, the number of MTBDD nodes used for the symbolic representation of the model, and the timings of the analysis. In case of the one-by-one approach, the values correspond to the sum of the characteristics of all analysis runs on single variants. In the number of nodes one can observe that the family model indeed exploits the shared behaviors of common features, e.g., the comparably sophisticated environment feature. The analysis time is more than four times shorter in case of the all-in-one analysis.

---

2Hardware setup: Intel Xeon E5-2680@2.70GHz, 128 GB RAM; Turbo Boost and HT enabled; Debian GNU/Linux 9.1
3Prism uses multi-terminal binary decision diagrams (MTBDDs) [80] for its symbolic engines.
4 SYNTHESIS OF PROBABILITY PARAMETERS

Results of the formal analysis and synthesis with Markovian models and quantitative specifications crucially depend on the concrete transition probabilities. Even small perturbations of the probability values can affect the analysis or synthesis results. This can be problematic in cases where only estimates of the transition probabilities are available. This, for instances, applies to cases where probability values in the models are derived using statistical or learning methods.

This motivated the introduction of Markov chains where intervals are attached to the transitions rather than concrete transition probabilities [19, 31, 42, 58, 84, 109]. Two semantics have been introduced for interval-valued Markov chains. The uncertain semantics treats interval-valued Markov chains as families of Markov chains with the same state space and transition probabilities in the intervals. The nondeterministic semantics considers interval-valued Markov chains as MDPs where the concrete probability values are chosen nondeterministically.

Parametric Markov chains can be seen as a generalization of interval-valued models with the uncertain semantics. Instead of intervals of potential probability values, they use polynomial functions over a fixed set of parameters to specify the transition probabilities [53, 75, 94]. Such parametric models can be seen to define a family of concrete probabilistic models that arise by plugging in concrete values for the parameters.

Formally, a parametric Markov chain with parameters \( x_1, \ldots, x_k \) is a tuple \( M[x_1, \ldots, x_k] = (S, E, Y) \) where \((S, E)\) is a finite directed graph, i.e., \( S \) is a finite state space and \( E \subseteq S \times S \) specifies the transitions, \( Y \colon E \to \mathbb{Q}[x_1, \ldots, x_k] \) a function that assigns to each transition \( s \to s' \) a polynomial over \( x_1, \ldots, x_k \) with rational coefficients. A parameter valuation \( \xi \colon \{x_1, \ldots, x_k\} \to \mathbb{R} \) assigning real numbers to the parameters is said to be admissible if \( \sum_{s' \in E(s)} Y(s, s')(\xi_1, \ldots, \xi_k) = 1 \) for each non-trap state \( s \in S \) where \( E(s) = \{s' \in S : (s, s') \in E\} \). The (concrete) Markov chain given by an admissible parameter valuation \( \xi \) is \( M_\xi = (S, P_\xi) \) where \( P_\xi(s, s') = Y(s, s')(\xi_1, \ldots, \xi_k) \) if \( (s, s') \in E \) and \( P_\xi(s, s') = 0 \) if \( (s, s') \not\in E \). Then, the semantics of \( M[x_1, \ldots, x_k] \) is the family of (concrete) Markov chains induced by the admissible parameter valuations.

![Fig. 2. Parametric Markov chain for the simulation of a dice by flipping biased coins](image)

On the left of Figure 2 a parametric Markov chain is depicted, describing a parametric variant of Knuth and Yao’s protocol for simulating a six-sided dice by coin-flipping.

Probabilities for reachability conditions (and even for all \( \omega \)-regular properties) can be represented as the solution of a linear equation system \( A \cdot p = b \) where \( A \) is a matrix with coefficients represented as polynomials derived from \( Y \), \( p \) is the probability vector, and \( b \) a column vector. Thus, we can view \( A \) as a matrix over the field \( \mathbb{Q}(x_1, \ldots, x_k) \) of rational functions with parameters \( x_1, \ldots, x_k \) and then apply Gaussian elimination (or the related state-elimination approach known for generating regular expressions for finite automata) to compute the solution vector \( p \). This approach has been first proposed in [53, 94] and later refined using computer-algebra tools to simplify the rational functions.
obtained in intermediate steps [75] or using decompositions into strongly connected components and factorization techniques for polynomials [83]. These techniques have been implemented in the tools Param [74], its reimplementation in Prism [91], and in Storm [57]. More recently, it has been observed that the expensive computations of greatest common devisors of polynomials can be avoided using one-step fraction-free Gaussian elimination [82]. The latter yields:

**Theorem 4.1 ([82]).** The rational functions for reachability probabilities in parametric Markov chains are computable in time $O(\text{poly}(n, d^k))$ where $n$ is the number of states, $d$ the maximal degree of the polynomials in $\Upsilon$ and $k$ the number of parameters.

The same holds for expected accumulated weights or the expected mean payoff. Thus, in the univariate case $k=1$ (or for any fixed number $k$ of parameters), the rational functions are computable in polynomial time.

The applications of parametric Markov chains and the algorithms to compute rational functions for reachability probabilities or expected values are manyfold. These include the analysis of systems with unknown transition probabilities where the task is a family-based analysis to provide guarantees for all admissible parameter valuations, but also the treatment of systems with tiny transition probabilities, which, e.g., applies often to models that capture the effect of very exceptional errors and where standard analysis techniques for the analysis fail due to numerical problems.

The parameter-synthesis problem goes one step further and asks to find parameter valuations where a set probability or expectation constraints holds, possibly in combination with other side constraints. For a simple example, we regard the Markov chain shown in Figure 2. While for a fair coin, $x_1 = x_2 = x_3$, the result of the outcome "six" is 1/6, one might ask how to manipulate the coins such that the probability for "six" is 1/2. Assuming the same coin is used in all rounds (i.e., $x_1 = x_2 = x_3$), the task is to find a value $p$ such that $(-p^3 + 3p^2 - 3p + 1)/(p^2 - p + 1) = 1/2$. With Newton’s method we obtain $p \approx 0.26102$. While this is a toy example, several important applications of the parameter-synthesis problem have been studied in the literature. Let us mention a few of them.

The use of parametric model checking for supporting decision making at run-time in adaptive software has been investigated by several authors, see, e.g., [32, 66, 112]. The idea is to precompute the rational functions for a set of quantitative properties, which can be efficiently evaluated at run-time for guiding software adaptions when the environment changes. An iterative decision-making scheme for MDPs with interval estimates for the transition probabilities has been proposed in [111]. This approach serves to tackle the trade-off between accuracy, data usage and computational overhead. It successively computes strategies that are optimal for a cost-bounded reachability condition and checks their confidence optimality. If not, the iteration returns to data sampling.

Besides supporting decisions at run-time, the parametric approach can also be very useful to find (nearly) optimal system configurations at design-time. For example, [1] employs parametric model-checking techniques to find probability distributions for a probabilistic self-stabilizing protocol that achieves minimum average recovery time, while [95] uses the parametric approach to determine (an approximation of) the optimal frequency of periodic reboots for an inter-process communication protocol of a space probe where optimality is understood with respect to the long-run availability. In [18] the model-repair problem is considered where some transition probabilities of a Markov chain are declared to be controllable and the task is to modify the controllable probabilities such that a PCTL property holds for the modified Markov chain and the costs for deriving the new Markov chain are minimal. The latter is formalized using a nonlinear cost function, which leads to a nonlinear programming problem and is shown to be related to the optimal-controller synthesis problem for discrete linear dynamical systems. An alternative model-repair approach using parametric Markov chains and greedy methods has been proposed in [104].
Beyond parametric Markov chains, several authors have addressed the parametric setting to different and more expressive stochastic models. This includes methods to synthesize parametric rate values in continuous-time Markov chains that ensure the validity of bounded reachability properties [77]. Timeout-synthesis problems for continuous-time stochastic models have been investigated, e.g., in [10, 28]. The parameter-synthesis problem for interval Markov chains with parametric lower and upper endpoints of intervals has been addressed in [17] where methods to find concrete values for the parameters such that the resulting interval-valued Markov chain maximizes the probability for a reachability condition have been proposed. Parametric approaches for MDPs have been studied in [50, 51, 73]. Another recent approach to deal with unknown transition probabilities uses online learning techniques, e.g., applied on MDP models in [90], where only the support of distributions is known in advance and where the task is to synthesize a strategy that almost surely satisfies a parity condition and is nearly optimal w.r.t. a mean-payoff objective.

5 CONCLUSION

In this article we gave a brief overview on traditional and recent directions for synthesis problems based on MDPs with manyfold application areas. The first part reports on synthesis problems of the classical type, i.e., synthesizing strategies, but with non-standard objectives. A common concept of the last two sections focused on family-based analysis that supports to determine system instances (family members) satisfying certain constraints. This article is far from being complete and there are several other directions not mentioned so far. One direction are strategy-synthesis problems for partially observable MDPs, POMDPs for short, [96, 103]. The challenge here is that strategies do not have access to the full history. Many verification problems are conceptually close to decision problems for probabilistic finite automata and therefore undecidable. This, for instance, applies to algorithmic questions for expected costs [97], but also to verification problems for infinite-horizon properties under qualitative probability thresholds [12] or for distributed strategies [69]. To escape from undecidability, one can restrict to finite-horizon properties (see, e.g., [101]) or can impose syntactic restrictions on the type of strategies. For instance, ExpTime-completeness has been established for finite-memory strategies and parity objectives and almost-sure satisfaction in POMDPs [34]. Further, the stochastic shortest-path problem for POMDPs with positive cost functions was shown to be solvable in double exponential time [33]. Decidability has also been established for restricted classes of strategies in probabilistic distributed systems [70]. Another very active research area is the strategy synthesis in stochastic two- or multi-player games (see, e.g., [20, 35, 37, 43, 47, 56]).
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